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Abstract 
 

In this paper, one-dimensional (1-D) grey 
polynomial interpolators (GPIs) for image 
enlargement are proposed. Note that (i) the 
randomness inherent in image data affects the 
performance of polynomial interpolators (PIs) in 
image enlargement, and (ii) that the preprocessing 
scheme in grey systems, the first-order accumulated 
generating operation (1-AGO), is able to reduce 
randomness in data. In this paper, 1-D grey 
polynomial interpolators are developed for image 
enlargement where 1-AGO is used to preprocess image 
data. To improve the performance of GPIs further, an 
α  filter is applied to smoothen the interpolated pixels. 
Examples are given to verify the proposed 1-D GPIs. 
Simulation results indicate that the 1-D GPIs have 
better performance than the 1-D PIs in terms of PSNR. 
Besides, the 1-D GPIs are compared with well-known 
2-D polynomial interpolators in image enlargement, 
i.e., the nearest-neighbor interpolator, the bilinear 
interpolator, and the bicubic interpolator. Interesting 
enough, the 1-D 2-order GPIs performs little better 
than the 2-D bicubic interpolator in PSNR on average, 
with equally well visual quality. 

 
Index Terms—Polynomial Interpolation, Grey 

First Order Accumulated Generating Operation, 
Image Enlargement 
 
1. Introduction 
 

Image enlargement is a technique to generate a 
higher resolution image from a lower resolution one. 
Some applications of image enlargement are 
videoconference [1], medical imaging [2], and digital 
photographs [3-4]. From the viewpoint of digital signal 
processing, image enlargement can be considered as a 
re-sampling problem [5]. To resample a digital signal, 
an interpolator is required. Popular interpolators for 

image enlargement are the nearest neighbor 
interpolator [6-10], the bilinear interpolator [6, 11], and 
the bicubic interpolator [12-13]. These interpolators are 
2-D polynomials of zero-, first-, and third-order, 
respectively. In general, a polynomial interpolator with 
higher order has better performance. Recently, many 
researchers have put their efforts on edges of 
interpolated images. Several edge-oriented algorithms 
for image interpolation have been proposed [14-21]. 
However, to our knowledge up to present no studies 
have been done on the effect of a preprocessing 
scheme on the performance of polynomial 
interpolators. In this paper, a preprocessing scheme in 
grey systems [22] is employed to preprocess image 
data for 1-D polynomial interpolators. The effect of 
preprocessing on the performance of these 
interpolators is investigated in the paper. This paper is 
organized as follows. In Section 2, 1-D polynomial 
interpolators are briefly reviewed. Next, the proposed 
1-D grey polynomial interpolators are described in 
Section 3. Then examples are provided to verify the 
proposed interpolators and to compare with popular 2-
D polynomial interpolators in Section 4 where 
discussions are given as well. Finally, conclusion is 
made in Section 5. 
 
2. Review of 1-D Polynomial Interpolators 
 

In this section, 1-D polynomial interpolators (PIs) 
are briefly reviewed. For details, one may consult [22]. 
Given )(kx , the implementation steps for PIs are 
described as follows. 
Step 1. Assume )(kx  is a L-order polynomial of 

the form 
01

1
1)( ckckckckx -L

L
L

L ++++= −       (1) 
Step 2. Substitute 11 +≤≤ Lk  into (1) whose 

result is 
Vcx =               (2) 
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where elements of x, c, and V are )(kx , 

kc , and jL
kj kv −=  for 
11,0 +≤≤≤≤ LkLj , respectively. 

Step 3. Find the interpolated value, )1(ˆ Mkx + , as 

01 )1()1()1(̂ cMkcMkcMkx L
L +++++=+         (3) 

where kc  are the coefficients found in (2). 
Step 4. Obtain the final interpolated value as 

MMkxMkx ×+=+ )1(ˆ)1(ˆ    (4) 
where M denotes a magnification factor 
and is assumed an integer without the loss 
of generality. 

It should be pointed out that randomness in data 
generally affects the performance of PIs. 
Consequently, the performance may be improved by 
reducing the randomness in data. Based on the idea, 
grey polynomial interpolators are proposed in the 
following section. 

 
3. The Proposed Grey Polynomial 

Interpolators 
 

In this section, grey polynomial interpolators (GPIs), 
modified from the 1-D PIs, are introduced. Since the 1-
AGO is able to reduce randomness in data, it is applied 
to preprocess data in the GPIs. The 1-AGO 
preprocessed data is then put into the PIs as described 
in Section II. Next, interpolated values are found 
through the inverse of 1-AGO, i.e., the first-order 
inverse accumulated generating operation (1-IAGO). 
Finally, an α  filter is applied to interpolated values to 
complete the interpolation process. Assume a color 
image O has the YCbCr format and is down sampled by 
a factor MM × . The down sampled image is denoted 
as OM. Since YCbCr components are processed 
separately in the GPIs, thus only Y component is 
considered in the following. For CbCr components, the 
steps can be applied equally well. The implementation 
steps for the GPIs are given as follows. 
Step 1. On a row-by-row base, the Y component in 

MO  is segmented into (L+1)-point 
subsets denoted as { }11,)( +≤≤ Lkkx . 

Step 2. Preprocess )(kx  by the 1-AGO as 

∑
=

=
k

i

ixkx
1

)1( )()(              (5) 

for 11 +≤≤ Lk . 
Step 3. With )()1( kx , interpolated pixels 

)1(ˆ )1( Mkx +  are found as in (3). 
Step 4. By the 1-IAGO, find the )1( Mkx̂ +  as 

MkxMkxMkx ×−+=+ )](ˆ)1(ˆ[)(ˆ )1()1(1     (6) 

Step 5. By an α  filter, the interpolated pixel 
)1(ˆ Mkx +  is modified as 

)1(ˆ)1()(ˆ)(ˆ MkxkxMkx +−+=+ αα1     (7) 
where 10 ≤≤ α . 

Step 6. Similarly, on a column-by-column base, 
Steps 1 to 5 are applied to find interpolated 
pixels. 

Note that in Step 6 some pixels are not available. In 
the case, the interpolated pixels are used in the process 
of interpolation. The block diagram for the GPIs is 
depicted in Figure 1. 

To show that the 1-AGO is able to reduce 
randomness in data, an example is depicted in Figure 
2. It is easy to see the preprocessed data by the 1-AGO 
is smoother than the original data. Consequently, better 
interpolation can be expected when the 1-AGO 
preprocessed data is put into PIs. 
 
4. Simulation Results and Discussion 
 

In this section, examples are provided to verify the 
proposed 1-D GPIs. The simulations involve two parts. 
First, the GPIs are compared with their corresponding 
PIs. Second, the GPIs are compared with the well-
known 2-D polynomial-based interpolators in image 
enlargement, i.e., the nearest-neighbor interpolator 
(NNI), the bilinear interpolator (BLI) and the bicubic 
interpolator (BCI). In the simulations, 512512 ×  color 
images Lena, Peppers, Baboon of YCbCr format are 
down sampled to 256256 ×  images, that is, 2=M . 
Then the three images are up sampled back to the size 

512512 ×  by 1-D PIs, 1-D GPIs, the NNI, the BLI, 
and the BCI, respectively. 

In the first part of simulations, the down sampled 
images are enlarged by 1-D PIs and GPIs with different 
orders. The results are given in Table 1 where PI(L) 
denotes the 1-D PI with order L and GPI(L,α ) denotes 
the GPI of order L with parameter α . For example, 
GPI(2,0.5) stands for the 2-order GPI with 50.=α . 
Table 2 shows the differences of PSNRs, ∆PSNRs , 
between PIs and the corresponding GPIs. The results 
indicate that the preprocessing scheme 1-AGO 
improves the performance of PIs from 0.06 dB up to 
1.39 dB in the given examples. The result is consistent 
with the idea that the interpolation performance of PIs 
can be improved by reducing the randomness in data. 
Besides, one interesting result is that the GPI(1,0.5) 
has better performance than all the PIs in Table 1 for 
all images. It suggests that the 1-AGO preprocessing 
scheme is able to reduce the order required in the PIs 
when a similar PSNR is desired. 

In the second part of simulations, the GPIs are 
compared with the 2-D interpolators NNI, BLI, and 
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BCI. With the given examples, the resulted PSNRs for 
these 2-D interpolators recorded in Table 3. The 
∆PSNRs  between the GPIs and the NNI, BLI, BCI are 
given in Table 4. In Table 3, it indicates that the 
proposed 1-D GPI(1,0.5) has similar performance to 
the 2-D BLI in terms of PSNR. And better 
performance are achieved for the GPI(3,0.5) when 
compared with the BCI. One more interesting result is 
that the GPI(2,0.5) has a lightly better PSNR than the 
BCI on average. As expected, the 1-AGO is able to 
improve the interpolation performance of PIs. When 
compared with 2-D interpolators, the preprocessing 
scheme 1-AGO is able to reduce the order even the 
dimensionality is different. In other words, the 
proposed GPIs works with lower order and 
dimensionality having similar or better interpolation 
performance compared with the popular 2-D 
interpolators, in terms of the PSNR. It also can be said 
that the results imply the proposed GPIs with lower 
computational complexity than the 2-D interpolators 
achieve similar or better interpolation performance. 

It is well-known that the objective assessment 
PSNR may not consistent with the visual quality of 
interpolated images. To compare the visual quality, 
parts of interpolated Lena and Peppers images obtained 
from the BLI, BCI, and the GPI(1,0.5), GPI(2,0.5), 
GPI(3,0.5) are shown in Figures 3 and 4 where the 
corresponding original images are given as well. From 
Figures 3 and 4, it is shown that the interpolated 
images obtained from the GPIs have good visual 
quality and equally well when compared with the 2-D 
interpolators. 
 
5. Conclusion 
 

In this paper, we apply the grey preprocessing 
scheme 1-AGO to 1-D PIs and a class of grey 
polynomial interpolators (GPI) for image enlargement 
is proposed. Four stages are involved in the GPIs: (i) to 
reduce the randomness in image data by the 1-AGO, 
(ii) to model the 1-AGO converted data by 1-D PIs, 
(iii) to find interpolated pixels through the 1-IAGO, 
and (iv) to modify the interpolated pixels by an α  
filter. Three color images are used to justify the 
proposed GPIs where comparisons with PIs, the NNI, 
the BLI, and the BCI are made as well. The simulation 
results indicate the GPIs outperform their 
corresponding interpolators. Interesting enough, the 
GPI(2,0.5) is shown having little better performance 
than the BCI on average, even the GPI(2,0.5) has lower 
computational complexity than the BCI. The results 
imply that the preprocessing scheme 1-AGO is able to 
improve the interpolation performance of PIs and to 
reduce the order required as well. It seems also true 

when compared with the 2-D NNI, BLI, and BCI even 
the proposed GPIs are 1-D PIs. 
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Table 1. Comparisons of PSNR for PIs and GPIs 

 Lena Peppers Baboon 
PI(1) 29.30 28.02 21.50 
PI(2) 29.11 28.00 21.20 
PI(3) 28.95 27.98 20.98 

GPI(1,0.5) 29.67 28.28 21.56 
GPI(2,0.5) 30.21 28.62 21.63 
GPI(3,0.5) 30.34 28.69 21.66 

 
Table 2. ∆PSNRs  between PIs and GPIs 

 Lena Peppers Baboon 
PI(1), GPI(1,0.5) 0.37 0.26 0.06 
PI(2), GPI(2,0.5) 1.10 0.62 0.43 
PI(3), GPI(3,0.5) 1.39 0.71 0.68 

 
Table 3. PSNRs for NNI, BLI, and BCI 

 Lena Peppers Baboon 
NNI 25.74 25.34 19.01 
BLI 29.75 28.35 21.57 
BCI 29.90 28.63 21.60 

 
Table 4. ∆PSNRs  between GPIs and NNI, BLI, BCI 

 Lena Peppers Baboon 
NNI, GPI(1,0.5) 3.93 2.94 2.55 
BLI, GPI(2,0.5) 0.46 0.27 0.06 
BCI, GPI(3,0.5) 0.44 0.06 0.06 
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)(ˆ Mkx 1+)(kx α
 

Fig. 1 The block diagram for the proposed GPIs 
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Fig. 2 An example for randomness reduction in the 1-AGO 

 
 

   
(a)           (b)          (c) 

   
(d)            (e)                                       (f) 

Fig. 3  (a) Original Lena (b) Interpolated Lena by the BLI (c) Interpolated Lena by the BCI (d) Interpolated Lena by the 
GPI(1,0.5) (e) Interpolated Lena by the GPI(2,0.5) (f) Interpolated Lena by the GPI(3,0.5) 
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(a)    (b)    (c) 

   
  (d)    (e)    (f) 

Fig. 4  (a) Original Peppers (b) Interpolated Peppers by the BLI (c) Interpolated Peppers by the BCI (d) Interpolated 
Peppers by the GPI(1,0.5) (e) Interpolated Peppers by the GPI(2,0.5) (f) Interpolated Peppers by the 
GPI(3,0.5) 
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